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Abstract: This contribution proposes conclusion for KI#1.
1. Discussion
In clause 5.2.1 of TR 23.700-84, we list several questions need to be addresses in the study for Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning. In this paper, we will use those questions as the red thread to guide our discussion on the solution principles for KI#1. 
First question: 
Which entity trains the model for direct AI/ML positioning and if the entity that train the model and the consumer are different, how the model consumer gets the trained AI/ML model.
Since we have defined the MTLF for training the ML models and exposing training services (e.g. providing trained ML Model) to the consumer, and the AnLF for obtaining ML models from MTLF and performing model inference, so we think it would be natural to let the MTLF trains the positioning AI/ML model, and reuse the existing Nnwdaf_MLModelProvision or Nnwdaf_MLModelInfo service operation to provide the positioning AI/ML model from MTLF to the AnLF.
Second question: 
Which entity act as the model consumer that will use the trained model to perform inference and/or derive UE position.
As explained in the first question, the AnLF collocated with LMF should be the entity that performs inference to calculate UE location with the positioning AI/ML model trained by MTLF.
Third question: 
Define procedures for data collection with objective to train AI/ML models for direct AI/ML positioning.
This question depends on what data needs to be collected for model training/model inference/model performance monitoring for Direct AI/ML based positioning, which will be decided by RAN WGs. However, as captured in TR 38.843 [6]: 
-	At least LMF with known PRU location is identified to generate ground-truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b).
Therefore, the PRU known location and associated PRU location measurement(s) from LMF can be used for positioning AI/ML model training, and the NWDAF can at least collect data from LMF. As for the procedure, the NWDAF can collect training data from LMF directly (i.e., not via GMLC and/or AMF), which can avoid the impacts on GMLC and AMF. In addition, the GMLC is mainly for authentication of a third-party entity, so we do not need to perform such in case of LCS consumer is NWDAF.
Fourth question: 
Whether and how to support direct AI/ML positioning at LMF with additional 5GC enhancements.

A new analytics ID or new indication can be used when retrieving ML model by the AnLF collocated with LMF from the MTLF for Direct AIML positioning.
Fifth question: 
How to monitor model performance for ML models used for direct AI/ML based positioning.
MTLF either performs model performance monitoring for Direct AI/ML based Positioning by itself, or with the assistance of AnLF collocated with LMF by reusing the existing mechanisms defined in R18.
2. Proposal
It is proposed to capture the following changes to TR 23.700-84.
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The following two options are concluded for normative work:
Option A: 
-	LMF supports AI based positioning based on implementation, no normative work will be progressed in Rel-19.
Option B: The following principles are concluded for normative work.
Model training:
-	MTLF is the entity that collects training data and trains the positioning AI/ML model. 
Model inference:
-	AnLF collocated with LMF performs inference to calculate UE location with the positioning AI/ML model trained by MTLF.
Model provision:
-	Reusing Nnwdaf_MLModelProvision or Nnwdaf_MLModelInfo service operation to provide the positioning AI/ML model from MTLF to the AnLF collocated with LMF.
Data collection:
-	NWDAF collects training data from LMF directly (i.e., not via GMLC and/or AMF).
-	PRU known location and associated PRU location measurement(s) from LMF can be used for positioning AI/ML model training.
NOTE:	Any data used for model training, model inference and model performance monitoring for Direct AI/ML based positioning will be decided by RAN WGs. SA WG2 will align with RAN WGs.
Model performance monitoring:
-	MTLF either performs model performance monitoring for Direct AI/ML based Positioning by itself, or with the assistance of AnLF collocated with LMF by reusing the procedures in clause 6.2E of TS 23.288 [5].
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